Jiatong Zhao

Email: zhaojiatong@sjtu.edu.cn | Phone: +86 13020590959
800 Dongchuan Road, Minhang District, Shanghai, China

Education

Shanghai Jiao Tong University , Zhiyuan College
Physics (Zhiyuan Honors Program) Sep 2023 — Jun 2027

* GPA:3.91/4.3, Average Core: 90.4/100, Ranked 1st out of 30 in major comprehensive evaluation

*  Major Courses: Linear Algebra (Honor), Mathematical Analysis (Honor), Probability and Mathematical
Statistics (Honor), Machine Learning (Honor), Programming and Computational Physics Basics, Introduction
to Computer Science, Analytical Mechanics (Honor)

*  Honors: Meritorious Winner of 2025 Interdisciplinary Contest In Modeling, Outstanding Communist Y outh
League Member, Category A Undergraduate Scholarship, Zhiyuan Honor Scholarship, Class of 2009 School of
Electronic Information Alumni Scholarship

Research Experience

Hierarchical reasoning diffusion LLM

July 2025 — Present
*  Advisor: Jie fu, Shanghai AlLab
*  Proposed a Turing-complete diffusion architecture aimed at Chain-of-Thought generation

Formal Language-Enhanced Mathematical Reasoning in Large Language Models
Mar 2025 — May 2025
*  Advisor: Prof. Junchi Yan, Shanghai Jiao Tong University
¢  Submitted to NeurIPS, currently under review with a score of 4,4,5,5
*  Benchmarked the reasoning performance of large language models in mathematical contexts, focusing on
geometry and the evaluation of false positives
* Developed a geometry data generation and formalization engine
*  Analyzed LLM capabilities in “graph-to-logic” transformation and mathematical reasoning

White-box Interpretation of Neural Networks
Mar 2025 — May 2025
*  Funded by Zhiyuan Future Scholar Program, Shanghai Jiao Tong University
*  Advisor: Prof. Junchi Yan
* Initiated and led the project as team leader
*  Pioneered the idea of using LLMs for white-boxing combinatorial optimization solvers
*  Highly praised by three external blind-review experts
*  Built an interpretable LLM decoding framework via prompt engineering and task modeling

Optimization Analysis of Particle Injectors Based on Deep Learning
Aug 2024 — Sep 2024
*  Summer Research Project, Zhangjiang National Laboratory
*  Advisor: Prof. Houjun Qian, Shanghai Institute of Applied Physics, Chinese Academy of Sciences
*  Participated in AI4Sci / AI4Physics initiatives
¢  Combined MLP neural networks with genetic algorithms
* Reduced simulation time from hours to minutes

SKkills & Interests

*  Quantitative Skills: Strong foundation in statistical analysis, probability theory, optimization, and mathematical
modeling

Proficient in Python, C++, with experience in data analysis and building statistical models

Familiar with deep learning frameworks such as PyTorch

Interested in applying machine learning and quantitative methods to financial modeling and decision-making
Proficient in reading English academic papers; CET-4: 603, CET-6: 580

e  Hobbies: Piano, badminton
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